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Abstract

One of the key challenges of cloud/edge computing is working with a limited amount

of resources available, especially memory and bandwidth. Virtual machines (VMs) can

ensure both isolation and efficient resource utilization. Live migration is a crucial tech-

nique to transfer running VMs from one physical node to another. This can occur either

between different hosts (inter-host) for load balancing, infrastructure maintenance, and

meeting service-level agreements or within the same host (intra-host) for updates to VM

management processes, bug fixes, and VM introspection.

Unfortunately, current live migration techniques are unaware of pre-existing mem-

ory sharing between VMs that are being migrated to the same destination. As a result,

shared pages are transferred and replicated multiple times at the destination, as if they

were separate pages, resulting in an expanded memory footprint at the destination. The

duplication of previously shared pages also results in longer migration times and in-

creased network traffic, potentially affecting the performance of other network-bound

workloads in the cluster. Further, current intra-host live migration unnecessarily copies

the pages within the same host, leading to memory spikes, instead of simply transferring

the ownership of pages.

In this dissertation, we describe efficient ways to incorporate sharing-awareness in

live migration of multiple VMs while avoiding memory and network resource con-

tention. For inter-host migration, our techniques rely on existing copy-on-write (COW)
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sharing between VMs maintained by the host/hypervisor. This enables the transfer of

a copy of the page only once and preserves existing COW sharing by remapping pages

at the destination. For intra-host migration, our technique implements a mechanism to

identify shared pages and transfer their ownership instead of copying them. We proto-

type and evaluate our techniques in the KVM/QEMU virtualization platform. We show

that, besides preventing memory footprint expansion during migration, our techniques

also result in a shorter total migration time and less network traffic.
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1 Introduction

In this chapter, we begin by presenting various scenarios of live migration tech-

niques and their respective use cases. We then discuss the limitations of current live

migration techniques, particularly their lack of awareness of existing Copy-On-Write

(COW) shared pages, and outline our contributions to address these limitations, fol-

lowed by an overview of the remaining sections of the dissertation.

Live migration, a critical technology within cloud computing infrastructure, facili-

tates the seamless transfer of active virtual machines (VMs) from one physical node to

another. While the naive way for relocating a VM from one node to another involves

employing a stop-and-copy mechanism, this approach extends the application’s down-

time, as the VM remains unavailable until the pages are copied to a new VM at the

destination and finally resuming the VM.

Live migration of VMs can occur within a data center’s local area network (LAN), or

between different data centers connected by a wide area network (WAN). In the former

case of migration within a data center, memory, virtual CPU (VCPU), and I/O states of

the VMs are transferred but, since disk images can be stored in a shared network file

system, there is no need to transfer the disk contents. In the latter case of migration

across data centers, in addition to transferring the memory, CPU, and I/O states, the

disk image must also be normally transferred.

In this dissertation, we focus on live migration within a data center without the need

1
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Figure 1.1: Inter-host live migration transfers a VM across two different hosts.
Intra-host live migration transfers a host within a node, but from one VMM to another.

to migrate storage contents. In the discussion below, we note that each VM is typically

managed by an external process, which we call a VM Monitor (VMM), that coordinates

the lifecycle of the VM from it’s creation and execution to termination. Within a data

center, we consider two scenarios for live migration as shown in Figure 1.1:

1. Inter-host live migration: This involves relocating a VM from one host (called

the source host) to another (called the destination host) within the same data cen-

ter. Inter-host live migration is widely used for a variety of purposes, such as load

balancing [2, 70, 20], infrastructure maintenance, meeting service level agree-

ments [56], security-related updates, energy savings [77], hardware failure and

seamless maintenance of physical edge nodes. Inter-host migration typically in-

volves establishing a TCP connection between VMMs at the source and destina-

tion hosts and migrating the VCPU, memory, and I/O states of the VM. However,

virtual disk image remains available to the VM over the network and may not

necessarily be transferred.

In the context of this dissertation, multiple co-located VMs may often need to be

2



migrated together to the same destination host for various reasons. For example,

multiple tightly-coupled VMs that run different components of a multi-tier appli-

cation [31] may require to be migrated together to the same destination machine

to maintain low inter-VM communication latency [80, 42, 68, 37, 47] or to meet

other performance targets [84]. Additionally, physical server availability, hard-

ware availability, and multi-tenancy limitations may necessitate the migration of

co-located VMs to the same destination machine.

2. Intra-host live migration: This type of migration involves moving a VM within

the same host. To understand why one might want to migrate a VM within the

same host, consider situations where the VMM needs to be replaced, such as due

to bugs, software upgrades or, less commonly, for VM introspection [29, 14, 82].

In such cases, the VM can be live migrated from the old VMM to a new VMM

within the same host, or what we call intra-host live migration. While intra-host

migration can also be accomplished using the standard techniques used in inter-

host migration, the fact that VM is being migration within the same host lends

itself to certain useful optimizations. For example, as we propose later in this

dissertation, the VM memory pages can be transferred from one VMM to another

by transferring the ownership of the pages, instead of copying the pages.

1.1 Problem Statement: Lack of Sharing-awareness in Live Migra-

tion:

COW page sharing (both within a VM and across co-located VMs) is often used by

the hypervisor’s memory management system to reduce the collective memory footprint

by sharing identical pages whenever doing so is feasible and safe.

3



An example where inter-VM page sharing is employed is in a technique called VM

Templating. Instantiating a VM from scratch typically takes a long time because it in-

volves initialization of software, guest OS, and virtual hardware, including time to load

the corresponding contents to memory from the disk. VM templating allows multiple

new VM instances to be quickly instantiated from a single pre-checkpointed VM image

(or template). Figure 2.1 shows the steps involved in instantiating VMs from a template

image. First step is to save a custom VM template as a snapshot of a pre-booted VM

that is pre-initialized with necessary software. The template image can be pre-loaded

into memory to reduce disk access latency. Next step is to quickly instantiate mul-

tiple VM instances from the common template image by mapping the base template

image COW into the memory of each new VM instance. This is essentially a variant

of a typical checkpoint-restore operation. As VMs execute and write to (dirty) different

pages of their memory, those pages are copied for the respective VM, and their memory

footprints diverge over time.

Another example of COW page sharing among co-located VMs is a technique called

Kernel Samepage Merging (KSM) [1], which is a Linux kernel feature that identifies

identical memory pages among VMs (that run the same guest OS or similar applica-

tions) and maps them to the same physical page through COW page sharing. As KSM

gradually identifies and merges identical pages across different VMs, the collective

memory footprint of co-located VMs progressively decreases.

Unfortunately, current live VM migration techniques fail to consider pre-existing

COW page sharing within and across multiple templated and regular non-templated

VMs that are being migrated to the same destination. As a result, shared pages are

transferred and replicated multiple times at the destination, as if they were separate

4



pages, resulting in an expanded memory footprint at the destination. This expansion

can lead to migration failures when the destination lacks sufficient memory to accom-

modate the additional footprint of the VMs that were comfortably co-located at the

source. The duplication of COW-shared pages also results in longer migration times

and increased network traffic, potentially affecting the performance of other network-

bound workloads including distributed multi-tier applications.

In the context of intra-host live migration, while live migration techniques have been

extensively studied for migration between different hosts, there has been limited explo-

ration of these techniques in intra-host environments. Current live migration techniques

for both regular non-templated and templated VMs are inefficient when migrating VMs

within the same host as they involve unnecessary copying of pages causing spikes in

memory usage during migration. Besides memory contention, they also increase the to-

tal migration time, thereby prolonging the spikes in resource usage, which can adversely

impact application performance in nodes with limited memory.

1.2 Contributions

Inter-host Template-aware Live Migration: Traditional pre-copy live migration

is unaware of the underlying COW page sharing among templated VMs. Hence it

ends up transferring the shared base pages of the template multiple times. We propose

Inter-host Templating-aware Live Migration (TLM) which addresses this shortcoming

of pre-copy migration by ensuring that multiple templated VM instances maintain their

COW page sharing with the base template even at the destination node and transfers

only the delta pages that differ among various VM instances. TLM first tracks delta

(or dirty) pages for VM instances before migration. Then, during live migration, only
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the delta pages are transferred for each instance. We implement a prototype of Inter-

host TLM in the KVM/QEMU [38] virtualization platform and evaluate it using several

benchmarks. Besides maintaining pre-existing page sharings among templated VMs

at the destination machine, TLM reduces the total migration time and network traffic

compared to normal migration, which transfers each VM instance individually.

Intra-host Template-aware Live Migration: We also propose Intra-host Template-

aware Live Migration of Virtual Machines or Intra-host TLM a new way to handle mi-

gration of templated VMs within the same host. The fundamental idea behind Intra-host

TLM is to transfer ownership of delta pages, rather than duplicating them during migra-

tion. Intra-host TLM utilizes a mechanism called userfaultfd [35, 45] to monitor delta

pages and save them in a backend-file. When live migration is started, the source only

sends the corresponding backend-file offset for the delta pages so that the destination

VM can claim ownership of those pages once the migration is complete. This technique

completely removes spike in memory usage during migration by eliminating copying

of memory pages.

Sharing-aware Live Migration: Finally, we present a more general Sharing-aware

Live Migration (SLM) of both templated and regular non-templated VMs for both pre-

copy and post-copy live migration techniques. SLM identifies and preserves all types

of pre-existing page sharings during live migration and works with any existing mem-

ory sharing mechanism such as KSM, VM templating, or others. We implement and

evaluate SLM in the KVM/QEMU [38] virtualization platform using several workloads

and microbenchmarks. Besides preserving pre-existing page sharings at the destination

machine, SLM also reduces the total migration time.
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1.3 Outline

The remainder of the dissertation is structured as follows: In Chapter 2, we delve

into the background of live VM migration, different COW sharing optimizations, and

the userfaultfd mechanism. Chapter 3 introduces Inter-host Template-aware Live Mi-

gration (TLM), a technique tailored for the live migration of templated VMs that in-

volves transferring only the delta. Chapter 4 outlines Intra-host Template-aware Live

Migration (Intra-host TLM), a live migration technique that is aware of co-located mem-

ory and transfers the ownership of pages without duplicating them due to copying. In

Chapter 5, we introduce Sharing-aware Live Migration (SLM), a more comprehensive

approach that considers all COW optimizations, including KSM and VM templating for

both templated and regular non-templated VMs. Finally, Chapter 6 summarizes the key

findings and outlines potential directions for future research.
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2 Background

This chapter starts with key performance metrics during live migration of multi-

ple VMs, followed by an explanation of various live migration techniques such as pre-

copy, post-copy, and hybrid using different migration streams. It then discusses existing

COW optimizations done by the host/hypervisor, including VM Templating and Ker-

nel Samepage Merging (KSM). Finally, the chapter concludes with background on the

userfaultfd mechanism for transferring page ownership.

2.1 KVM/QEMU and Live Migration

Here we provide a brief background about the KVM/QEMU [38] virtualization plat-

form which is used in this work for prototyping and evaluation of sharing-aware live

migration techniques. In KVM/QEMU, each VM is managed by a userspace VMM

process, called QEMU, which performs device emulation and various management

functions, including creation, execution, live migration, checkpointing, and termina-

tion. A kernel module, called KVM, implements the core hypervisor functionality.

KVM uses hardware virtualization features and coordinates with QEMU to execute the

VM in guest mode (or non-root mode).

To perform live migration, the QEMU process (which manages the VM being mi-

grated) at the source machine establishes a TCP connection with another QEMU pro-

cess at the destination machine. Then the memory, VCPU, I/O, and optionally storage,
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states of the VM are transferred from the source QEMU to the destination QEMU over

this TCP connection. Depending on the mode of live migration, the VM either contin-

ues to execute at the source machine (pre-copy migration), or at the destination machine

(post-copy) during live migration.

2.2 Performance Metrics

Our key performance metrics for evaluation are as follows:

1. Memory Usage: The collective memory footprint of the VMs at the source (be-

fore migration) and destination (after migration). This is measured using the free

command and includes the memory used by both the QEMU processes and the

VMs. Recording the use column value from the free command before and after

spawning a process gives the memory usage of that process.

2. Total Migration Time (TMT): The total migration time (TMT) refers to the time

from the start to the end of the entire migration process. For single VM migration,

in pre-copy, TMT is measured from the start of migration on the source machine

to when the VM resumes on the destination machine. In post-copy, it is measured

from the initiation of migration on the source to the release of the VM’s resources

at the source after all pages have been transferred. For multiple VM migration,

in pre-copy, TMT is calculated from the beginning of the first VM’s migration on

the source to the resumption of the last VM on the destination. In post-copy, it

is calculated from the start of the first VM’s migration to the release of the last

VM’s resources at the source.

3. Downtime: Downtime refers to the period during which a VM’s execution is
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fully suspended during live migration. In pre-copy, downtime is used to trans-

fer the VM’s remaining Dirty pages, I/O device states, and VCPU states to the

destination. In post-copy, the processor state and the essential execution state

necessary to start the VM on the destination are transferred during downtime.

4. Network Traffic Reduction: The reduction in the total number of pages trans-

ferred during live migration by eliminating the transfer of COW-shared pages.

5. Application performance degradation: The extent to which live migration slows

down the performance of an application running inside VMs during migration.

In order to accurately measure TMT and downtime in QEMU, we employ a more pre-

cise method instead of solely relying on the source QEMU’s measurement (which we

found to be inaccurate). Specifically, we send UDP packets to a third, separate mea-

surement node, at the start of migration and at the end of migration. For downtime

measurement and pre-copy TMT measurement, the start message is sent from source

node and the end message is sent from the destination node, whereas for post-copy TMT

measurement, both messages are sent from the source node. The measurement node ob-

serves the arrival times of these packets using the tcpdump tool, and the difference in

these arrival times represents TMT or downtime. This method provides more accurate

timings, as the dedicated measurement node has a better view of the end-to-end live

migration timeline than the source node alone.

2.3 Migration Streams

QEMU uses a separate migration thread for transferring the pages. The migration

thread typically utilizes a byte stream format, allowing for transmission over various
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transport mechanisms [64].

1. TCP Migration: Relying on TCP sockets for data transfer, this method is partic-

ularly well-suited for migrations between different hosts.

2. Unix Migration: It uses Unix sockets for migration.

3. exec Migration: This migration method utilizes standard input (stdin) and stan-

dard output (stdout) for data transfer, facilitated by a dedicated process. It’s par-

ticularly useful for migrating VMs within the same physical host.

4. fd Migration: QEMU leverages a file descriptor for migration irrespective of the

method used for opening the descriptor.

5. File Migration: QEMU supports file-based migration by accepting a designated

file path. Furthermore, a file offset feature enables management applications to

include their own metadata at the beginning of the file, ensuring it remains sepa-

rate from QEMU’s migration data.

2.4 Live Migration Techniques

2.4.1 Pre-copy Live Migration

The pre-copy live migration [8, 57] is the most common technique to migrate VMs

from a source machine to a destination machine. It works by first transferring the VM’s

memory pages to the destination, even as the VM continues running at the source,

and then transfers the CPU execution state at the end; hence the name pre-copy which

means to transfer memory before CPU state. However, as the VM’s memory is being

transferred, its virtual CPUs (VCPUs) may write to previously transferred pages, thus

dirtying them again and requiring their retransmission.
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For the traditional pre-copy technique, the VM’s memory is transferred over mul-

tiple rounds. The first pre-copy round is the longest since it transfers all pages of the

VM. The second round transfers only the pages dirtied in the first round; the third stage

transfers only pages dirtied from the second round, and so forth. When the number

of remaining dirtied pages is small enough, the migration process switches to the final

downtime stage in which all the VCPUs of the VM are paused at the source, and the

remaining dirtied pages, VCPU states, and I/O device states are sent to the destination.

Finally, the VCPUs are resumed at the destination, and the VM starts execution where

it left off at the source.

Pre-copy live migration uses TCP migration to transfer memory pages to the desti-

nation VM running on a different node. Regardless of whether the page is dirty (mod-

ified) or clean (unchanged), pre-copy employs the same mechanism. The source VM

writes the page content to the socket, and the pre-allocated memory on the destination

uses the guest physical address as a unique identifier while receiving pages. This allows

the destination to directly receive the page content into the correct memory location,

preventing memory corruption.

2.4.2 Post-copy Live Migration

Post-copy live migration [36, 28, 20] is another technique that first transfers a VM’s

VCPUs to the destination, resumes them there, and then transfers the VM’s memory

pages from the source. The VM’s pages are transferred by two concurrent mechanisms:

(a) active-push of the pages from the source to the destination, with preference to pages

in the VM’s working set, and (b) remote demand-paging by the destination from the

source when a VM’s VCPU faults on a page that has not yet been transferred from the

source. Post-copy aims to reduce the number of remote page faults by pushing pages
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before the VM accesses them at the destination. Since the VCPU state is transferred

and already running on the destination, neither active push nor demand paging will

encounter any dirty pages.

Userfaultfd mechanism is employed to resolve the faulted addresses using TCP mi-

gration stream [35]: Once the pages are received from the network socket at the desti-

nation, the migration thread copies the data from TCP socket into a temporary buffer,

unlike pre-copy where the pages are directly received into the guest physical address.

The fault-handler thread (userfaultfd) is used to map the temporary page to the guest

physical address for both active-push or demand-paging. During demand-paging, a

fault-handler thread actively polls for userfaultfd events. A page fault is generated

whenever the guest tries to access a page. Now, the fault-handler thread receives the

faulted address and generates -EAGAIN in case the page fault was already resolved us-

ing active push. Else, the fault-handler thread writes the faulted address to the network

socket, and the VCPU thread is paused until the fault-handler receives the page, maps

it to the faulted guest address, and finally resumes the VCPU thread.

2.4.3 Hybrid Live Migration

The hybrid live migration [71] involves combining both pre-copy and post-copy

techniques to harness the benefits of both approaches. Depending on the nature of the

application’s working set size, either pre-copy or post-copy is chosen to optimize the

total migration time, total pages transferred, and application performance. During the

first few fixed number of rounds, hybrid migration utilizes the pre-copy feature, where

the source sends pages over multiple rounds using dirty page tracking. Subsequently,

it switches to post-copy to transfer any remaining pages. This approach reduces re-

transmission of dirty pages during pre-copy and also reduces network faults during
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post-copy.

2.5 Existing COW optimizations

Copy-on-Write (COW) is a memory management optimization technique employed

by operating systems. It prioritizes efficiency by initially avoiding duplicate data cre-

ation. Instead, multiple processes share a single reference to the data. When a process

attempts to modify the shared data, COW springs into action. It creates a separate copy

of the data for the modifying process, effectively ”cutting off” the shared reference. This

ensures that the original data remains untouched, and any further changes occur on the

newly allocated copy. Various COW optimizations performed by the host/hypervisor

are described below.

2.5.1 VM Templating

Instantiating a VM from scratch typically takes a long time because it involves ini-

tialization of software, guest OS, and virtual hardware, including time to load the corre-

sponding contents to memory from the disk. VM templating allows multiple new VM

instances to be quickly instantiated from a single pre-checkpointed VM image (or tem-

plate) [60]. Figure 2.1 shows the steps involved in instantiating VMs from a template

image. First step is to save a custom VM template as a snapshot of a pre-booted VM

that is pre-initialized with necessary software. The template image can be pre-loaded

into memory to reduce disk access latency. Next step is to quickly instantiate multiple

VM instances from the common template image by mapping the base template image

COW into the memory of each new VM instance. This is essentially a variant of a typi-

cal checkpoint-restore operation, where we checkpoint the base image once and restore

it multiple times for concurrent VM instances. While COW allows efficient deploy-
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Figure 2.1: VM Templating: Multiple VMs can be started from a common shared
template to reduce their startup times and initial memory footprint. Memory pages that
are dirtied by a VM (represented by deltas dk) are not shared.
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ment of VMs from a template, modifications (deltas) by individual VMs cause them to

diverge from the template over time. This reduces the memory efficiency advantage of

templating.

2.5.2 Kernel Samepage Merging (KSM)

Kernel Samepage Merging (KSM) [16] is a technique which performs memory

deduplication among co-located VMs to fit more VMs into physical memory. Many

duplicated pages exist when the same guest OS and applications run in different co-

located VMs. Without KSM, as shown in Figure 2.2(a), multiple identical virtual pages

of VMs are mapped to their own physical pages resulting in increased memory usage.

In contrast, KSM regularly scans the memory of all VMs and identifies identical pages

using red-black trees. When identical pages are found, KSM replaces them with a single

COW-shared page, as shown in Figure 2.2(b).

The ksmd daemon [16], also known as the KSM daemon, conducts periodic scans

on designated regions of user memory with the primary aim of identifying pages con-

taining identical content and replacing them with a single write-protected page. KSM

only operates on those areas of address space which an application has advised to be

likely candidates for merging, by using the madvise system call. The number of pages

that KSM scans in a single pass and the time between the passes are configurable; this

enables the administrator to adjust the aggressiveness with which KSM uses CPU re-

sources to identify identical pages. More aggressive settings allow KSM to converge

to a smaller memory footprint faster, but at the expense of potentially affecting VMs’

performance. It’s important to note that KSM exclusively consolidates anonymous (pri-

vate) pages and doesn’t merge page cache (file) pages.
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Figure 2.2: (a) Without KSM, each virtual page has its own physical page in RAM. (b)
With KSM, duplicated pages are COW-mapped to single physical page in RAM.

17



2.5.3 mmap and COW Protection

In this subsection, we focus on manually establishing COW protection for shared

pages. Memory mapping using mmap system call allows us to map a file (or a shared

memory object) to a calling process’ virtual address space. In this system call, the

address specifies the base address for the mapping, and offset specifies the starting

byte location in the backend file into which the process’s virtual address is mapped.

Once mapped, the process can access the mapped region as if it’s accessing its local

memory [46, 65].

If MAP PRIVATE option is used, the region of the backend file is mapped to the

virtual address with COW protection. When the process tries to write to such a virtual

page, the OS allocates a new page to write to; the corresponding changes are private to

the process and not committed to the backend file. If the file is mapped to the virtual

address using the MAP SHARED option, it is written back to the backend file whenever

the process dirties the virtual page. By default, if the addr parameter is set to NULL,

the operating system assigns a virtual address to the newly mapped region. To specify

a fixed address for the mapped region, use the MAP FIXED flag.

2.6 Transferring Ownership of Pages

The intra-host VM migration is especially relevant when dealing with a VM that

requires maintenance, upgrades, or recovery from failures, necessitating the migration

of its hosted processes. In contrast to inter-host migration, it’s possible to avoid trans-

ferring the memory state by using the memory backend-file and bypass-memory flag as

shown in Figure 2.3 (b). Here is the process for VM migration within the same node

without any copying of pages:
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1. Start the source VM with the memory backend-file [22].

2. Launch the destination QEMU in incoming mode, utilizing the same memory

backend-file as the source. Since the destination is in incoming mode, it refrains

from writing anything to the backend-file, preventing memory corruption.

3. Enable the bypass-memory flag before migration. This prompts QEMU to skip

the memory transfer during pre-copy migration.

4. Initiate the migration. With the bypass-memory flag, pre-copy completely skips

the initial and iterative pre-copy rounds, proceeding directly to the downtime

phase, where it solely transfers the device and VCPU state.

2.7 Userfaultfd

The conventional approach for detecting page faults involves the use of kernel mod-

ules. However, the userfaultfd [35, 45] offers user processes the ability to capture page

faults and instruct the kernel on how to handle them through the ioctl interface. To

capture these faults, the following steps should be followed:

1. Register the specific address space region for which page faults should be trig-

gered. The following modes should be used depending on the type of the pages.

In QEMU, this memory registration for userfaultfd happens during virtual ma-

chine initialization. At this stage, the VCPU threads are not yet running.

• To provoke page faults for unallocated pages, use UFFDIO REGISTER MODE MISSING.

• To provoke page faults when attempting to write write-protected pages, use

UFFDIO REGISTER MODE WP.
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Figure 2.3: (a) Without the bypass-memory flag, the memory of the VM is copied
again. (b) The bypass-memory flag skips copying the memory resulting in the transfer
of only the I/O, VCPU, and Device states.
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• To induce page faults for already populated pages, opt for UFFDIO REGISTER

MODE MINOR.

2. Once a fault is triggered, the faulting thread can be either suspended or woken up

again based on the above mode flags. To wake up a suspended faulting thread, an

ioctl request must be made with the appropriate parameters. Depending on the

registered page type, the parameter passed with ioctl request may vary:

• For unallocated pages, ioctl must be passed with UFFDIO COPY.

• For write-protected pages, ioctlmust be passed with UFFDIO WRITEPROTECT.

• For populated pages, ioctl must be passed with UFFDIO CONTINUE.
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3 Inter-host Template-aware Live Migration

The widespread use of smart devices in fields like healthcare, transportation, and

social media is creating a large amount of data every day. Since these devices have

limitations in their resources, they send complex tasks to be processed in the cloud.

However, when tasks need to be completed quickly, using mobile cloud computing

isn’t the best choice. The arrival of 5G technology is pushing phone companies to

improve user experiences, leading to the growth of Multi-access Edge Computing envi-

ronments. Multi-access edge computing nodes offer an attractive option for executing

tasks where users require low latency and high bandwidth [43, 53]. Virtual machines

(VMs) can ensure both isolation and efficient resource utilization at the edge computing

infrastructure [52, 10, 87]. Live migration [8, 28] is a key technology in an edge com-

puting infrastructure that transfers running VMs from one physical node to another. It

is widely used for a variety of purposes, such as load balancing [2, 70, 20], meeting ser-

vice level agreements [56], energy savings [77], and seamless maintenance of physical

edge nodes.

Multiple VMs that run different components of a distributed application may be

colocated on the same physical node to reduce their inter-VM communication costs [80,

51]. Typically, it can take a long time to boot up VMs from scratch from traditional

virtual disks because it involves OS and software initialization, including loading the

necessary content to memory. VM templates allow multiple new VM instances to be
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quickly started up from a single pre-checkpointed VM image as described earlier in

Chapter 2 and shown in Figure 2.1. First one must save a custom VM template as

a snapshot of a pre-booted VM that is initialized with necessary software. Next one

can quickly restore multiple VM instances from the common template image instead of

the virtual disk, where the template image is mapped COW into the memory of each

VM instance. VM templating [40, 81, 60, 59] is one approach to quickly instantiate

multiple lightweight VMs from a common read-only image, called a template, which is

shared COW memory among the VM instances [1, 74]. Templated VM instances may

often need to be migrated together to the same destination node for various reasons.

For example, templated VM instances that run different components of a distributed

application may require migration to the same destination node to maintain low inter-

VM communication latency or to meet other QoS targets. Additionally, physical node

availability, hardware availability, and multi-tenancy limitations may necessitate the

migration of templated VM instances to the same destination node.

3.1 Problem Statement

Unfortunately, current live VM migration techniques do not consider page sharing

among templated VM instances that are being migrated to the same destination. As

a result, shared pages are transferred and replicated multiple times, as if they were

separate pages, resulting in an increase in memory pressure at the destination node. This

can also lead to migration failures when the edge destination lacks sufficient memory

to accommodate the expanded memory footprint of the VMs that were comfortably co-

located at the source. Replication of previously shared pages among VMs also results

in longer migration time and increased network traffic.
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Previous approaches to reduce the transfer of duplicate pages during live migration

(such as [12, 24, 52, 10, 87] among others) use content-based hashing to detect iden-

tical pages and avoid their retransmission. However, they do not identify or maintain

preexisting COW mappings among VMs when pages are transferred to the destination.

Additionally, while hashing may be used to identify identical pages that are not COW-

shared, it is unnecessary and computationally expensive for COW-shared pages.

3.2 Contributions

In this chapter, we address this problem of memory footprint expansion of templated

VMs instances as they are live migrated together to a common destination node. The

contributions of this work are as follows:

1. We identify and demonstrate the problems caused by live migration being un-

aware of underlying page sharing among templated VM instances, leading to a

larger memory footprint at the destination, longer total migration time, and higher

network traffic.

2. We present Templating-aware Live Migration (TLM) which migrates templated

VM instances to a common destination while maintaining COW memory sharing

with the base template. We also discuss potential ways to account for other forms

of page sharing during live migration besides those due to templating.

3. We implement prototype of TLM in KVM/QEMU [38] virtualization platform

and evaluate it using several benchmarks. Besides maintaining preexisting page

sharings among templated VMs at the destination machine, TLM reduces the total

migration time by up to 95.37% and network traffic by up to 92.15%.
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In the rest of this chapter, we first present the design, implementation, and evaluation

of TLM. The chapter concludes with a discussion of related work and summary of

results.

3.3 Design

Traditional pre-copy live migration is unaware of the underlying COW page shar-

ing among templated VMs. Hence it ends up transferring the shared base pages of the

template multiple times. We propose Template-aware Live Migration (TLM) which ad-

dresses this shortcoming of pre-copy migration by ensuring that multiple templated VM

instances maintain their COW page sharing with the base template even at the destina-

tion node and transfers only the delta pages that differ among various VM instances.

TLM requires that we first track delta (or dirty) pages for VM instances before migra-

tion. Then, during TLM, only the delta pages are transferred for each instance. We

describe these steps below in greater detail.

Delta Tracking before Migration: As mentioned earlier, the common template

image is COW-mapped into each VM’s memory. The template image could also be

pre-loaded into the host’s memory (such as into tmpfs [69]) to minimize access latency.

When a VM tries to write to a COW-mapped page, a write fault is triggered and the

hypervisor allocates a new private page into which the original page is copied and the

VM can write to. We call these new pages delta pages, which are stored separately from

the shared template.

TLM uses a dirty page tracking mechanism [19] to keep track of the delta pages

of the templated VMs before the migration begins [20]. Templated VMs have COW

access to the base pages of the template, so a write by a VM instance to a COW-shared
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page triggers a trap to the hypervisor (a KVM kernel module in QEMU/KVM), which

updates a dirty bitmap, and finally grants write permission on the trapped page. Any

subsequent writes to the same page by the VM are no longer trapped until the migration

starts.

Live Migration: We assume that the base template image is already accessible at

the destination over network storage; if not, it could be transferred to the destination

once before live migration begins. Initially, at the destination, TLM maps the base

template image COW into the memory of each new VM instance. As illustrated in

Figure 3.1, TLM then exclusively transfers the delta pages from the source. These delta

pages replace the corresponding COW-mapped pages at the destination, resulting in

new memory allocations for the delta pages.

In each round of TLM, a user-space VMM, called QEMU, fetches the latest dirty

bitmap from KVM, similar to the conventional pre-copy approach. The delta pages in

each round are subsequently marked as read-only and sent to the destination. Eventu-

ally, downtime is initiated when a minimal number of delta pages remain. At this point,

the VCPUs are paused, the remaining VM states are transferred, and the templated VM

instances are then resumed at the destination. Multiple VMs that started from the same

base template are migrated concurrently.

With TLM, these VMs preserve the same collective memory footprint at the desti-

nation as they did the source. When compared to traditional pre-copy migration, TLM

has a shorter total migration time because, besides the one-time transfer of base tem-

plate image, only the delta pages need to be transferred to the destination during live

migration.

TLM also supports live migration of hotplugged devices. The pages of these hot-
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Figure 3.1: Template-aware migration works by migrating only the delta pages dur-
ing migration. The shared VM template is available to the destination either over a
networked storage or transferred ahead of time before migration begins.

plugged devices are write-protected so there is a trap to the hypervisor whenever the

VM access the pages of the hot-plugged device. With hotplugging [48], during the first

round of TLM, we transfer all the dirtied pages of hotplugged devices. The subsequent

rounds transfer the additional dirty pages from the hotplugged devices. Multiple VMs

that started from the same base template are migrated concurrently.

The current VM templating has following limitations:

1. In the existing VM templating mechanism in KVM/QEMU, once a template im-

age is created from a VM, the VM is terminated. This prevents the user from

creating multiple templates at different stages of the VM’s execution. We inves-

tigated a seamless VM templating feature using which multiple templates can be

created during a VM’s execution.

2. Existing VM templating mechanism has a limitation in that a VM initialized from

an existing template cannot be templated again due to its existing dependencies on
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Figure 3.2: Time taken to take the memory snapshot of VMs varying in size.

the original template. We investigated chained templating feature that identifies

the root causes of this limitation and ways to address the limitation.

3.3.1 Seamless Templating

Once the snapshot is created, the QEMU/KVM pauses the VCPU which prevents

the templated VM to create multiple templates. Resuming the VCPU automatically

after a snapshot is created enables the seamless templating feature.

3.3.2 Chained Templating

To create a snapshot from a VM, we need the memory backend and state files. The

VMs booted from the existing template only have read access to the backend file, so the

guest writes are not reflected on the underlying memory backend file, preventing them

from creating a new template. By giving write access to the memory backend file, we

were able to create new templates from the templated VMs.

28



 0

 100

 200

 300

 400

 500

 600

 700

2 4 6 8 10

M
e
m
o
ry

 T
e
m
p
la
te

 S
iz
e
(M
B
)

Varying VM Size(GB)

Idle VM

Figure 3.3: Memory usage of the memory template of varying VM size.

3.3.3 Snapshot Overhead

We allocated dedicated memory backend files and the VM state files for each tem-

plate to maintain consistency and robustness. Initially, we used the cp command with

bash to take the subsequent snapshots, which caused a substantial downtime, as shown

in Figure 3.2 and 3.3, for downtime and memory usage. So we further optimized it by

developing memory-layout-aware and parallel snapshot mechanisms.

3.3.4 Memory-layout-aware and Parallel Snapshot

For both Seamless and Chained templating, when snapshots are taken during the

downtime, the VM’s downtime can be significantly larger. Figure 3.4 shows that the

snapshot copy duration increases almost linearly with the size of the snapshot. In ad-

dition, calling cp from a bash script adds a few milliseconds overhead. To reduce

this downtime, we first integrated the snapshot mechanism within QEMU, instead of

calling the cp command from the bash script. Next, instead of using memcpy(), which
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Figure 3.4: Snapshot copy time linearly increases with the working set size using
memcpy.

copies the entire 8GB snapshot, we used the lseek() system call to seek and copy only

the valid (allocated) data regions while skipping holes (unused/unallocated memory re-

gions). This optimization significantly reduced the downtime.

Our second optimization was to parallelize the snapshot operation using multiple

threads. We have divided the snapshot memory equally among multiple threads. Each

thread performs lseek-based memory copy within its independent regions. In this man-

ner, with the support of multi-threading, we reduced the VM downtime further, as

shown in Figures 3.5 and 3.6 for downtime and memory usage.

3.4 Implementation

TLM uses dirty page tracking mechanism to keep track of the delta pages of the

templated VMs before the migration begins. Templated VMs have read-only access

to the template, so a write to a page triggers a trap to KVM, which updates a dirty
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bitmap, and finally grants write permission on the trapped page. Any subsequent writes

to the same pages are no longer trapped by KVM until the migration starts. Once live

migration starts, TLM transfers only the delta pages that it had recorded earlier. This

is unlike traditional pre-copy which transfers the entire memory of the VM during its

first iteration. At the beginning of every round in TLM, QEMU retrieves the latest dirty

bitmap from KVM, just like traditional pre-copy. The delta pages in each round are

marked read-only again and transmitted to the destination. During downtime, TLM

transfers any remaining dirty pages using stop-and-copy.

Limitation of TLM: While the above TLM approach works well in efficiently live

migrating multiple templated VMs, we realized that the problem of sharing-awareness

in live migration extends beyond just templated VMs. Specifically, TLM does not ac-

count for pages shared among VMs due to other memory sharing mechanisms besides

templating, such as memory deduplication performed by Kernel Samepage Merging

(KSM) [1] in Linux, or simple COW mappings due to process fork and file I/O oper-

ations. Figure 3.8 shows that memory expansion problem during live migration exists

even for regular non-templated VMs, though to a lesser extent than templated VMs

shown in Figure 3.7. The SLM technique, presented in the Chapter 5, improves upon

TLM and retains all existing COW sharing during migration irrespective of the under-

lying memory optimization technique.

3.5 Evaluation

We evaluated the performance of TLM against generic pre-copy live migration.

Our experimental setup consists of three machines with two Intel Xeon E5-2620 v2

processors and 128GB DRAM. We implemented TLM versions of pre-copy in the
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Figure 3.7: Memory footprint increase at destination when multiple templated VMs
are migrated using generic pre-copy
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destination after live migration using generic pre-copy.
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Figure 3.9: Memory footprint of templated VMs at the source before migration and
destination after migration using Generic and TLM pre-copy.

KVM/QEMU [38] virtualization platform on Linux. We modified QEMU’s default

pre-copy algorithms, with no changes to the guest operating system. Each experiment

was repeated at least five times on idle VMs to compute average values

Figure 3.9 shows the memory footprint of templated VMs migrated using generic

and TLM pre-copy. The X-axis shows the number of VMs started from the same tem-

plate, and the Y-axis shows their memory usage before migration at the source and after

migration at the destination using free command. With increasing number of VMs,

generic pre-copy migration results in significant expansion of memory footprint at the

destination since it is unaware of memory sharing with the underlying template image.

Hence pages that were originally shared with the base template at the source are trans-

ferred multiple times in addition to delta pages. In contrast TLM preserves the original

memory footprint of templated VMs at the destination irrespective of the number of

VMs started using the template, because shared pages are transferred only once and
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Figure 3.10: Total migration time of multiple VMs started from the same template and
migrated concurrently using Generic and TLM pre-copy.

remapped to a common page at the destination.

Figure 3.10 shows the total migration time of multiple templated VMs using generic

and TLM pre-copy. The X-axis indicates the number of VMs booted from the same

template to be migrated concurrently. The Y-axis shows the total migration time. TLM

reduces the total migration time up to 94% when considering only the transfer of delta

pages.

Figure 3.11 shows that the downtime experienced during live migration of templated

VMs is slightly longer (by a few tens of milliseconds) than that of generic VMs, even

when the same number of dirty pages are transferred within the downtime window. The

X-axis shows the number of pending pages transferred during the downtime and the

Y-axis shows the downtime. Upon closer examination of the code, we identified that

the increased downtime is influenced by the destination component of live migration.

After the final packet arrives at the destination, the vm start() function to resume the
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Figure 3.11: Downtime of multiple templated VMs migrated using Generic and TLM
Pre-copy

VM can introduce variable overhead during the migration of both templated and generic

VMs. However, in the case of templated VMs, the vm start() function tends to result

in higher resumption times more frequently. Addressing the downtime issue involves

the VCPU thread invocation which will be addressed in our future work. Nonethe-

less, the downtime can still be minimized by configuring a smaller pending page count

threshold for initiating the downtime phase.

Figure 3.12 shows the total 4KB pages transferred of multiple templated VMs using

generic and TLM pre-copy. The X-axis indicates the number of templated VMs to

be migrated concurrently. The Y-axis shows the total pages transferred during live

migration. TLM significantly reduces the total pages transferred since it only transfers

the delta pages.
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3.6 Related Work

Several VM templating techniques have been developed to efficiently launch mul-

tiple lightweight VMs from a common COW template image [40, 79, 81, 59]. VM

templating can reduce the memory pressure and instantiation time of VMs on resource

constrained edge computing nodes. To the best of our knowledge, these techniques

lack support for live migration for templated VMs while maintaining COW sharing at

the destination. Our TLM approach addresses this gap. Several studies have also at-

tempted to minimize the migration time of containers or VMs in distributed edge plat-

forms [52, 10, 87]. These efforts have employed techniques like delaying the transfer

of writable working sets, using lightweight file systems, applying delta encoding, com-

pressing data, and deduplicating identical pages. However, unlike TLM, these works

do not focus on preserving COW page sharings at the destination to prevent an increase

in memory footprint.
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3.7 Chapter Summary

In this chapter, we addressed the problem that traditional live VM migration tech-

niques do not maintain page sharing among templated VM instances that are migrated

to the same destination nodes on edge platforms. This leads to increased memory foot-

print at a resource constrained destination node, longer migration time, and increased

network traffic. We presented the design, implementation, and evaluation of a technique

called TLM for pre-copy that retains the templating benefits at the destination after the

live migration. Our evaluation of TLM on the QEMU/KVM platform shows that TLM

not only avoids memory footprint expansion at the destination but also significantly

reduces the migration time and the amount of data transferred. The SLM technique,

presented in Chapter 5, improves upon TLM and incorporate other forms of inter-VM

page sharing besides those due to templating.
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4 Intra-host Template-aware Live Migration

As discussed in the previous chapter, edge computing nodes may execute tasks

requiring low latency and high bandwidth [43, 53]. Edge nodes use VMs or con-

tainers encapsulated within VMs for security and isolation purposes. This approach

allows applications to leverage the security and performance isolation provided by

the VM while maximizing the provisioning and deployment capabilities inherent in

VMs [52, 72, 23, 54, 32, 78, 59, 10, 87].

Live migration [8, 28] plays a pivotal role in cloud computing infrastructure by

transferring running VMs from one physical node to another. This technique can be

employed for migration either between two different hosts (inter-host) for purposes

such as load balancing [2, 70, 20], meeting service level agreements [56], or within the

same host (intra-host) for patching/updating VMMs [62, 63], or for instrumentation and

taint analysis [82, 29].

At times, running VMs may require a replacement of the VMM (the QEMU process

in KVM/QEMU) for various reasons, such as feature updates, security patches, bugs,

etc. The conventional approach to tackle this problem involves terminating the VMs

in the production environment and conducting the replacement offline [29, 14, 82].

However, this approach results in significant downtime, adversely affecting the liveness

of the virtual machines. An better alternative is to update the VMM on-the-fly using

live migration. By live migrating a VM from an old VMM (the source) to a new VMM
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(destination), the downtime of the VM during replacement can be reduced.

4.1 Problem Statement

While live migration techniques have been extensively studied for migration be-

tween different hosts, there has been limited exploration [73] of live migration in intra-

host environments. Current live migration techniques for both regular non-templated

and templated VMs are inefficient when migrating VMs within the same host as they

involve unnecessary copying of pages causing intermediate spikes in memory usage

during migration. Besides memory contention, they also increase the total migration

time, thereby prolonging the spikes in migration resource usage, which can adversely

impact application performance in nodes with limited memory.

Existing pre-copy live migration involves iteratively transferring memory pages to

the destination by copying them. This copying is necessary for migration between two

different hosts. However, using the above technique is inefficient for migration within

the same host, as it duplicates the memory pages, as shown in Figure 2.3 (a). This

duplication is unnecessary for intra-host migration; instead, all we need to do is transfer

the ownership of the memory pages from the source to the destination QEMU, which

can be achieved with the help of a bypass memory flag thereby improving memory

contention and total migration time, as shown in Figure 2.3 (b).

Our previous work Generic Template-aware Live Migration of Virtual Machines or

Generic TLM addresses the shortcoming of pre-copy intra-host migration by ensuring

that multiple VM instances maintain their COW page sharing with the base template

and transfers only the delta pages that differ among various VM instances. Generic

TLM requires that we first track delta (or dirty) pages for VM instances before migra-
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tion. Then, during migration, only the delta pages are transferred for each instance.

However, a limitation arises when applying the Generic TLM technique for intra-host

live migration of templated VMs. Specifically, Generic TLM ends up copying delta

pages from the source QEMU to the destination QEMU, which is unnecessary when

both the QEMUs are present on the same host.

An earlier work by our group, Mwarp [73], addresses intra-host live migration of

containers by transferring ownership of containers from one VM to another without

copying pages. However, this solution is container-specific and cannot be applied to

VMs. Several live patching works related to hypervisors, such as those presented in [86,

13, 3], focus on replacing old hypervisors with new hypervisors without disrupting

VMs. But a drawback is that these techniques cannot be used for replacing VMMs

(such as QEMU) when live patches/updates need to be performed on the VMM.

4.2 Contributions

Contributions: We propose Intra-host Template-aware Live Migration of Virtual

Machines, or Intra-host TLM, as a new way to handle migration of templated VMs

within the same host. The fundamental idea behind Intra-host TLM is to transfer own-

ership of delta pages, which reside on the same host, rather than duplicating them during

migration. Intra-host TLM utilizes the userfaultfd mechanism [35, 45] to monitor delta

pages and save them in a backend file. When the migration is issued, the source VMM

only sends the corresponding offset in the backend file for delta pages so that the des-

tination QEMU can claim ownership of those pages once the migration is complete.

This technique completely eliminates intra-host transfer of delta pages over a TCP con-

nection reducing the spike in memory usage, and improving the total migration time
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significantly. Our contributions are as follows:

1. We identify and demonstrate the problems of memory usage spikes during intra-

host live migration of templated VMs using Generic TLM.

2. We present Intra-host Template-aware Live Migration of VMs which migrates

templated VM instances to a common destination within the same host without

unnecessary memory footprint increase thereby reducing the total migration time.

3. We implement a prototype of Intra-host TLM in KVM/QEMU [38] virtualization

platform and evaluate it using several benchmarks. Besides reducing the memory

footprint, Intra-host TLM also significantly reduces the total migration time by

85%.

Outline: In the rest of this chapter, we first demonstrate the problem of migrating

templated VMs within the same host. Next, we present the design and implementation

of Intra-host TLM followed by its evaluation. The chapter concludes with a discussion

of related work and a summary of the results.

4.3 Problem Demonstration: Memory Spikes During Intra-host Live

Migration

In Figure 4.1, we show the problem that arises during the migration of templated

VMs using pre-copy within the same host. The X-axis represents the number of VMs

instantiated from a shared template that is being migrated, and the Y-axis represents

their collective memory footprint as measured by the free command in Linux. The

legend of the graph provides the following information: (a) represents the system mem-

ory before executing any QEMU (Q) or VM. (b) represents the system memory usage
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Figure 4.1: Memory footprint of templated VMs migrated within the same host using
Generic TLM.

after booting a VM using Q. (c) represents the system memory usage after initiating a

new Q’ in listening mode. (d) represents the system memory usage after live migration,

where Q, Q’, VM, and VM’ are all live. Finally, (e) represents the system memory state

after terminating Q and VM, leaving only Q’ and VM’ live. When using Generic TLM

for migration within the same node, there is an observable rise in the memory usage,

particularly evident with an increase in templated VM instances (c) and (d). This is

attributed to the duplication of delta pages during the migration process.

4.4 Design of Intra-host TLM

Intra-host TLM significantly mitigates this spike in memory usage by transferring

the ownership of delta pages instead of unnecessarily copying them over a TCP con-

nection. The outline of Intra-host TLM is described in Figure 4.2.

Preparation Stage – Step (1): The source QEMU registers the base template mem-
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Figure 4.2: High-level overview of Intra-host TLM using userfaultfd.

ory from QEMU using UFFIO REGISTER MODE WP with the help of userfaultfd. This is

the initial setup required for the VM instantiation.

We create a new thread in the source QEMU equipped with a fault handler for user-

faultfd, designed to continuously monitor write operations targeting the write-protected

base template pages. This mechanism ensures that any write attempts are promptly de-

tected and tracked by the fault handler. Lastly, we start the VCPUs of the VM. At this

point, the templated VM is up and ready to use.

The essential aspect of this process is that the base template remains write-protected

throughout. Consequently, any write operations to the base template will trigger the

fault handler thread which then records the identity delta pages. This information is

used by the subsequent steps.

Tracking Delta – Step (2): The fault handler thread operates in parallel with the

VCPU threads and is responsible for intercepting write operations on the base memory
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Figure 4.3: Illustration of how Intra-host TLM transfers the ownership of delta pages
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template. When a write operation is trapped, the following steps are performed.

The VCPU pauses execution and the fault handler thread and identifies the next

available offset within the backend file to copy the content of the trapped write-protected

page. Simultaneously, it unmaps and remaps the trapped virtual address with a new

backend-file content using the mmap method with write permission, ensuring proper

tracking, isolation of the changes, and preventing future write-faults to the virtual ad-

dress. Any future writes to the page (including the trapped write) will be sent to the

new page mapped into the backend file.

When migrating multiple templated VMs, each VM possesses its own dedicated

backend-file to record delta changes.

Transferring Page Ownership – Steps (3) and (4): Our intra-host TLM exploits

the fact that both the source and destination QEMUs reside on the same host, eliminat-

ing the necessity to transfer any pages during the migration process.

Typically, the traditional pre-copy migration involves three distinct phases: The first

phase, referred to as setup, involves the preparation of RAM blocks and dirty bitmaps.

The second phase is an iterative stage focused on transferring dirty pages. Finally, the

last phase involves suspending the VM and transferring the remaining dirty pages, along

with VCPU, I/O, and device states, and resuming the VM at the destination. In our intra-

host TLM approach, we deliberately omit the second phase of iterative memory transfer

to prevent copying delta pages.

Intra-host TLM executes the following steps. When the migration command is is-

sued, the VMs immediately switch to the downtime phase. During downtime, we only

transfer the corresponding offsets of dirty pages in the backend file which had been

stored in the preparation stage. The destination VMs remap their virtual addresses to
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the corresponding backend-file offset once they receive this information. Finally, we

end the migration by transferring the I/O, VCPU and device states before resuming the

VMs at the destination.

4.5 Implementation

4.5.1 Saving delta of Source VMs

Figure 4.3(a) shows the detailed steps involved in tracking delta pages using QEMU,

polling, and VCPU threads.

QEMU Thread: (1) The RAMBlocks, which constitute the VMs’ memory, must

be registered for the userfaultfd mechanism to intercept any future write operations.

Regardless of whether the VM is booted from a template or not, QEMU allocates the

memory chunk in RAMBlocks [61]. For regular VMs, RAMBlocks are part of anony-

mous pages, and for templated VMs, they form part of the backend file. To enable

userfaultfd to capture all writes to the backend file, the RAMBlocks associated with the

backend file need to be registered with userfaultfd.

Memory template is a unique type of backend file; merely registering it with UFFDIO REGISTER MODE WP

is insufficient due to the presence of unallocated pages. Registering unallocated pages

with this mode results in a write fault. To address this issue, we preallocate the template

during its creation

The source node prepares an in-memory backend file into which the content of the

write-protected page is copied into. The backend file is stored in the main memory using

the tmpfs file system to avoid the latency of accessing the virtual disk. Sometimes the

OS uses lazy allocation when creating a backend file of large size. Doing so can result

in bus errors when unallocated file regions are memory mapped to the virtual address
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for unique pages. We eliminated the problem by writing zeros into the backend file

before mapping the area for storing unique page contents.

Polling Thread (or Page Fault Handler Thread): In step (1), the page fault han-

dler thread is spawned and continuously polls in parallel for UFFD EVENT PAGEFAULT

to intercept any write faults in the protected region.

VCPU Thread: In step (1), since RAMBlock registration with userfaultfd and fault-

handler thread setup occurs during the VM initialization phase, it has no impact on the

VM’s critical path.

In step (2), when a VCPU writes to a protected region, the polling thread receives

the UFFD EVENT PAGEFAULT event (Step (3)) with the UFFD PAGEFAULT WP flag set. In

Step (4), the VCPU thread enters a suspended state, awaiting a UFFDIO WAKE from the

fault handler to resume its operation. In step (5), the fault handler identifies the next

available offset within the backend file to copy the content of the page on which write

fault occurred. Simultaneously, it unmaps and remaps the trapped virtual address with

new backend file content using the mmap method with write permission to avoid future

traps. In step (6), the final action in this sequence involves waking up the suspended

VCPU thread through the UFFDIO WAKE ioctl parameter, allowing the VCPU thread to

continue its execution with the newly allocated page (Step (7)). In cases involving mul-

tiple templated VMs, each VM has its dedicated backend file to record delta changes.

This approach ensures that changes are tracked independently for each templated VM,

maintaining the integrity and isolation of their respective environments. Finally, in

step (8), before initiating the migration process, the polling thread joins with the main

QEMU thread.
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Figure 4.4: Memory footprint of templated VMs at the source before migration and
destination after migration using Intra-host TLM

4.5.2 Transferring ownership of delta from Source VMs

Having tracked and mapped each delta page to the backend file, the next step is

to transfer ownership of these pages to the destination QEMU. Two critical pieces of

information are used for this process: identity the trapped pages and the corresponding

backend file offset for the ownership transfer.

Figure 4.3(b) shows that before initiating the migration command, the source QEMU

joins the polling thread and spawns the migration thread to transfer ownership of the

delta pages. In step (1), the migration thread unregisters the RAMBlocks from the user-

faultfd mechanism to prevent further write traps. In step (1), the destination QEMU is

also started in listening mode with access to the backend file memory template. In step

(2), once the migration is initiated, the VCPU at the source is suspended, and the down-

time is initiated as well. In step (3), the migration thread examines the dirty bitmap

49



 0

 50

 100

 150

 200

 250

 300

 350

 400

5 10 15 20 25

To
ta

l 
M

ig
ra

ti
o
n
 T

im
e
 (

m
s)

Number of VMs booted from 1GB Template

Generic-TLM
Intrahost-TLM

(a) Intra-host TLM

Figure 4.5: Total migration time of multiple VMs started from the same template and
migrated concurrently using Intra-host TLM

of pages and transmits the backend file offset for those pages that are marked as dirty,

using the information collected during the preparation stage. In step (4), for each page,

the destination QEMU receives the offset, remaps the virtual address to the new location

in the backend file with write permission and, in step (5), reclaims ownership of those

delta pages. In step (6), once all the dirty pages’ offsets have been sent, the QEMU

source completes the migration. Finally, in step (7), the destination QEMU resumes the

VMs.

4.6 Evaluation

We evaluated the performance of intra-host TLM against Generic TLM. Our experi-

mental setup consists of three machines with two Intel Xeon E5-2620 v2 processors and

128GB DRAM. We implemented Generic TLM and Intra-host TLM versions of pre-
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copy in the KVM/QEMU [38] virtualization platform on Linux. We modified QEMU’s

traditional pre-copy algorithms, with no changes to the guest operating system. Each

experiment was repeated at least five times to compute average values.

4.6.1 Reduced Memory Footprint

Figure 4.4 shows the memory footprint of templated VMs migrated using Intra-host

TLM. The X-axis shows the number of VMs started from the same template, and the

Y-axis shows their memory usage before migration at the source and after migration

at the destination using free command. The legend (a) represents the system memory

before executing any QEMU (Q) or VM. Legend (b) represents the system memory

usage after booting a VM using Q. Legend (c) represents the system memory usage

after initiating a new Q’ in listening mode. Legend (d) represents the system memory

usage after live migration, where Q, Q’, VM, and VM’ are all live. Finally, legend (e)

represents the system memory state after terminating Q and VM, leaving only Q’ and

VM’ live. For Generic TLM, we observed in Figure 4.1 legends (c)and (d) that the

more the number of VMs, the more collective delta generated by them resulting in a

significant increase in memory usage while they are migrated together. For Intra-host

TLM, we observe in Figure 4.4 legends (c) and (d), that this memory usage spike is

mostly eliminated by transferring the ownership of delta pages instead of copying them

over a TCP connection.

To further evaluate Intra-host TLM, we migrated five templated VMs that each runs

a write-intensive workload. The memory-write intensive application we used is a C

program that writes random numbers to a large region of main memory. The program

starts before the VM was migrated and continues writing to a large region of memory

during migration. The size of the working set (i.e., the size of the memory written) for
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Figure 4.6: Memory footprint of templated VMs running write-intensive benchmarks
migration using (a) Generic TLM (b) Intra-host TLM.
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Figure 4.7: Total Migration Time (TMT) of idle multiple templated VMs migrated
concurrently using Generic TLM and Intra-host TLM.

each of the 5 VMs ranges from 1MB to 20MB. As shown in Figure 4.6 (a), the memory

usage increases in legends (c) and (d) with an increase in the working set size due to

the copying of delta pages using Generic TLM. This effect is mitigated when using

Intra-host TLM, as illustrated in legends (c) and (d) in Figure 4.6 (b).

4.6.2 Improvement in Total Migration Time

Figure 4.7, 4.8 shows the total migration time of multiple idle and busy templated

VMs migrated using Generic TLM and Intra-host TLM. For Figure 4.7, the X-axis

indicates the number of idle VMs booted from the same template and for Figure 4.8,

the X-axis indicates the size of the dirtying memory block for each of the five templated

VMs booted from the same template. The Y-axis shows the total migration time in

milliseconds. As shown in Figure 4.7, for Generic TLM, there is an increase in total

migration time with an increase in the number of templated VMs. The more the number

of VMs the more delta generated by them causing the copying overhead contributing
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Figure 4.10: DownTime (DT) of multiple templated VMs running write-intensive
workload migrated concurrently using Generic TLM and Intra-host TLM.

to the higher total migration time for Generic TLM. Our Intra-host TLM significantly

reduced page copying by transferring ownership, resulting in an up to 85% reduction

in total migration time. The total migration time remains consistent for all templated

VMs regardless of their count until it reaches 11; after that, there is a slight increase

in migration time due to CPU contention. For busy VMs, as shown in figure 4.8, both

Generic and Intra-host TLM exhibit an increase in total migration time with an increase

in the dirty rate size. However, the latter shows a significantly lower migration time due

to the elimination of copy overhead.

4.6.3 Reduction in Pages Transferred

Figure 4.12 and 4.13 illustrates the total pages transferred of multiple idle and busy

templated VMs migrated using Generic TLM and Intra-host TLM. For idle VMs as

shown in Figure 4.12, both Generic and Intra-host TLM exhibit a slight increase in the

total pages transferred with an increase in the number of templated VMs. In the case
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Figure 4.11: Total 4KB pages transferred of multiple templated VMs running write-
intensive workload of varying size.
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Figure 4.12: Idle Templated VMs
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Figure 4.13: Busy Templated VMs

of Generic TLM, this increase is attributed to the duplication of delta pages within the

same host. However, despite Intra-host TLM eliminating the unnecessary copying of

pages, there is still some metadata information, such as block address, block name, page

offsets, mmap offsets, and others, that needs to be transferred, thereby increasing the

transferred pages. Four special pages from each of the different RAMBlocks cannot be

write-protected; therefore, they also need to be copied along with the metadata. Figure

4.13 shows that with an increase in the working set size, the total pages transferred

increases for both Generic and Intra-host TLM. For the Intra-host TLM, along with

the four special pages and meta-data, the offset of the working set size needed to be

transferred as well to the destination to reclaim the ownership of those pages.

4.6.4 Effect on Downtime

Figure 4.9, 4.10 shows the downtime of multiple idle and busy Templated VMs

migrated using Generic and Intra-host TLM. Though there is unpredictability in the
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downtime of Generic TLM [17], a more stable value can be obtained using a lower

threshold value, we have set the threshold value as 2MB to trigger the downtime. For

both idle and busy templated VMs, Generic TLM experiences minimal downtime due

to the transfer of only a small number of delta pages and essential system state infor-

mation such as I/O, VCPU, and device states. Conversely, in the case of idle VMs,

Intra-host TLM exhibits a consistent downtime of approximately 22ms, regardless of

the number of templated VMs. However, for busy VMs, the downtime increases pro-

portionally with the rising memory dirty rate as this necessitates more pages requiring

ownership changes, thus resulting in the transfer of additional offsets. This is likely due

to an inefficient implementation of our offset transfer mechanism, which needs to be

addressed in future work.

4.7 Related Work

Mwarp [73] addresses the issue of intra-host migration without copying pages by

transferring ownership. However, this solution is container-specific and cannot be ap-

plied to VMs. Several live patching works related to hypervisors [86, 13, 3] focus on

replacing old unstable hypervisors with new stable versions without disrupting virtual

machines. If the patching only needs to be applied to QEMU and not KVM, then our

Intra-host TLM offers a more flexible way to perform live migration within the same

host for templated VMs without disrupting the entire host.

4.8 Chapter Summary

In this chapter, we addressed the problem that Generic TLM is inefficient for migrat-

ing templated VMs within the same host. We proposed Intra-host TLM that transfers the
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ownership of delta pages without copying them when migration is performed within the

same host. We designed, implemented, and evaluated Intra-host TLM on QEMU/KVM

platform and showed that our technique not only avoid unnecessary copying of delta

pages but also significantly reduce the migration time by upto 85% compared to Generic

TLM.
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5 Sharing-aware Live Migration

In this chapter, we continue our focus on the intersection of two essential techniques

for managing co-located VMs: live migration and copy-on-write (COW) page sharing.

As mentioned earlier, live migration [8, 28, 26] is a key technology in data centers

that transfers running VMs from one physical machine to another. It is widely used

for a variety of purposes, such as load balancing [4, 30, 70], meeting service level

agreements [56], energy savings [77], and seamless maintenance of physical servers.

As in Chapter 3, we reconsider the problem that co-located VMs may often need to be

migrated to the same destination machine for various reasons.

5.1 Problem Statement

As mentioned in Section 1.1, COW page sharing reduces the collective memory

footprint by sharing identical pages among co-located VMs, whenever doing so is feasi-

ble and safe. In Chapter 3, we presented the TLM technique, which performs maintains

sharing of pages with the base template image when template instances are migrated

together to another destination machine. However TLM does not handle shared pages

besides those due to templating. For instance, deduplication mechanisms, such as KSM

can share pages among unrelated co-located VMs that do not necessarily share a tem-

plate base image. Hence there is a need for a more inclusive technique for sharing-aware

live migration that can handle all types of page sharing, irrespective of the underlying
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sharing mechanism.

5.2 Contributions

In this chapter, we address the general problem of preserving all pre-existing page

sharings among multiple co-located VMs as they are live migrated together to a com-

mon destination machine. Our goal is to prevent the expansion of VMs’ memory foot-

print at the destination for both pre-copy and post-copy live migration, for all types of

VMs, irrespective of the underlying page sharing mechanisms. The contributions of

this work are as follows:

1. We identify and demonstrate the problem of memory footprint expansion caused

by traditional live migration techniques, specifically both pre-copy [8] and post-

copy [28]. This expansion occurs because these techniques lack awareness of

pre-existing COW page sharing among co-located VMs, both within and across

VMs.

2. We then present a more general Sharing-aware Live Mirgation (SLM), which

identifies and preserves all types of pre-existing page during live migration and

works with any existing memory sharing techniques such as KSM, VM templat-

ing, or others.

3. We implement and evaluate SLM for both pre-copy and post-copy migration in

the KVM/QEMU [38] virtualization platform using several workloads and mi-

crobenchmarks. Besides preserving all pre-existing page sharings at the destina-

tion machine, SLM reduces the total migration time by up to 59% and network

traffic by up to 62%.
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While not the focus of this chapter, we note that side-channels [27, 44, 9, 83] might ex-

ploit memory sharing among mutually untrusting VMs and solutions exist to mitigate

these risks [58, 39]. This chapter assumes that appropriate mitigation strategies are de-

ployed when page sharing is used, such as by sharing pages only among mutually trust-

ing VMs [58]. Further, memory being a bottleneck resource, safe page sharing among

mutually trusting VMs is important to retain consolidation and multiplexing benefits

of virtualization. Finally, while we use the KVM/QEMU platform to demonstrate our

techniques in this chapter, the core conceptual ideas of our solution are applicable to

other hypervisors as well.

In the rest of this chapter, we demonstrate the problem of memory footprint ex-

pansion during live migration for pre-copy and post-copy. Next we present the design

and implementation SLM followed by its evaluation. The chapter concludes with a

discussion of related work and summary of contributions.

5.3 Problem Demonstration

To experimentally demonstrate this problem, we measured the memory footprint of

multiple concurrent 1GB VMs at both the source and destination machines after migrat-

ing the VMs using traditional pre-copy and post-copy techniques. KSM is used at the

source machine to deduplicate the memory of co-located VMs before migration begins,

thus establishing preexisting COW-shared pages across VMs. The actual memory us-

age of each VM in this experiment is smaller than their maximum 1GB permitted since

the VMs are not yet using their full allocation. Figure 5.1 shows that both pre-copy

and post-copy, which are unaware of existing COW-shared pages among VMs, result

in a larger memory footprint at the destination than at the source after live migration
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Figure 5.1: Memory footprint of VMs expands at destination after both pre-copy and
post-copy live migration, because pages shared among VMs at the source are replicated
for each VM at the destination.

completes.

While one can deduplicate again (say, using KSM) at the destination machine to

reestablish page sharing and reduce the overall memory usage, this can take several min-

utes to converge depending on how aggressively KSM is configured to scan pages [66].

There is also a more severe possibility that, when migrating multiple VMs to the same

destination, some VM migrations might fail due to a temporary lack of memory at the

destination. However, sufficient memory exists if pre-existing page sharings from the

source were faithfully reproduced at the destination during migration. Even if the des-

tination has enough memory and the migration succeeds, it will cause higher memory

pressure at the destination, more network traffic, and longer total migration time.
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5.4 SLM Design

We now present the design of a more general SLM technique, which preserves all

pre-existing COW page sharings among co-located VMs being migrated concurrently.

SLM is designed to operate effectively with both pre-copy and post-copy algorithms.

The key insight behind SLM is that irrespective of the underlying page-sharing mech-

anism (such as KSM, VM templating, or others), multiple COW-mapped guest pages

will map to the same physical page [74]. As shown in Figure 5.2 SLM examines the

physical address of each guest page being transferred, identifies COW-mapped shared

pages at the source node, and avoids transmitting them multiple times to the destination.

Instead, such shared pages at the source node before migration are COW mapped to the

same physical page at the destination node.

The traditional pre-copy migration transfers the memory pages of a VM over sev-

eral rounds, where the initial round transfers the entire memory of the VM, while the

subsequent rounds only transfer pages that the VM has dirtied (i.e., written to) in the
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Algorithm 1 SLM: Source
Input:

• N is the total number of pages in a VM.

• page[N] is the array of all pages.

• vpn list[N] is the array of Virtual Page Numbers (VPN).

• p f n list[N] is the array of Page Frame Numbers (PFN).

1: function MIGRATE(VM) ▷ Source
2: for i← 1 to N do
3: Find VPN and PFN of page[i]
4: if vpn not in vpn list then
5: Append vpn to vpn list
6: if p f n not present in p f n list then
7: Append p f n to p f n list ▷ Unique page
8: Send p f n of page[i]
9: Send page[i]

10: else ▷ Shared page
11: Send p f n of page[i]
12: end if
13: else ▷ Dirty page
14: Send page[i]
15: end if
16: end for
17: end function

previous rounds. This dirtying operation during live migration may break pre-existing

COW mappings at the source. SLM for pre-copy is designed to detect when such COW

mappings break at the source across multiple pre-copy rounds and to disassociate the

corresponding COW-mapped pages at the destination. On the other hand, post-copy

migration transfers each page only once and, since the VM executes at the destination,

there are no dirtied pages at the source to retransmit.

As shown in Algorithm 1 and 2 Figure 5.3, SLM operates on both the source and the

destination nodes. At the source node, SLM classifies the type of each page (Unique,

Shared, or Dirty) and transfers them to the destination according to their type. At the

destination, SLM receives each page’s information and maps it accordingly into the
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Algorithm 2 SLM: Destination
Input:

• N is the total number of pages in a VM.

• page[N] is the array of all pages.

• identical[N] is the array of identifiers for pages.

• o f f set list[N] is the array of mmap offsets from a memory-backend-file.

1: function RECEIVE(VM) ▷ Destination
2: for i← 1 to N do
3: mmap o f f set← 0
4: Receive identifier for page[i]
5: if identical[i] = 0 then ▷ Unique page
6: Append mmap o f f set to o f f set list
7: Mmap page[i] with mmap o f f set
8: Receive page[i] from the network
9: Increment mmap o f f set

10: COW-protect page[i]
11: else if identical[i] = 1 then ▷ Shared page
12: Retrieve mmap o f f set from o f f set list
13: Mmap page[i] with mmap o f f set
14: COW-protect page[i]
15: else ▷ Dirty page
16: Receive page[i] from the network
17: end if
18: end for
19: end function

VMs’ memory. We describe these steps at the source and destination in more detail

below.

5.4.1 Identifying Page Type at Source

As illustrated in Algorithm 1 and Figure 5.3, SLM follows a two-step process for

each page transfer. In the first step, SLM determines the page’s physical frame number

(PFN) and the virtual page number (VPN). This information is stored in a hash table for

efficient lookup during subsequent transfers. In the second step, SLM categorizes pages

into one of the three types, as outlined in Table 5.1, based on the presence or absence

of the PFN and VPN in the hash table.
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VM_nVM_2VM_1

Source

VM_nVM_2VM_1

Destination

Unique Duplicate Dirty

RAM

Frame# Physical Page Virtual Page

RAMKSM

Shared

Figure 5.3: SLM classifies pages of VMs at the source as Unique, Shared, and Dirty.
Shared pages are not re-transmitted; instead Destination COW-maps them into a com-
mon in-memory backend file.

PFN VPN Page Type
✗ ✗ Unique
✓ ✗ Shared

✓/✗ ✓ Dirty

Table 5.1: Determining page type using PFN and VPN
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1. Unique Page: Pages that have not been transferred yet are considered Unique. In

this scenario, the corresponding PFN and VPN are not present in the hash table.

Thus, both the PFN and VPN are inserted into the hash table before sending the

page content.

2. Shared Page: Pages that have already been transferred are considered Shared. In

this case, the PFN is present in the hash table, but the VPN is not. Therefore, only

the VPN is inserted into the hash table before sending the PFN.

3. Dirty Page: Pages that require retransmission due to being dirty in the previous

pre-copy round are referred to as Dirty pages. The PFN may or may not be

present in the hash table, but the VPN is present. In this case, only the PFN is

inserted into the hash table before sending the page content. Since post-copy only

transfers pages once, this type of page doesn’t exist for SLM post-copy.

For Unique and Dirty pages, SLM transfers the entire page, including the page type

and its PFN at the source, as a unique identifier. However, for Shared pages, SLM does

not send the page content but only the page type and the PFN.

5.4.2 Preserving COW Sharing at Destination

SLM at the destination node works as shown in Algorithm 2. At its core, the al-

gorithm operates in two ways depending on whether a full page or only a source PFN

is received from the source node. If a full page is received, it is copied into the corre-

sponding VM’s memory, and the source PFN is recorded for future reference. On the

other hand, if only the source PFN is received, the corresponding virtual page in the

VM is mapped to the previously received physical page with the same source PFN.
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To facilitate COW sharing at the destination, we set up an in-memory backend-file

into which each received page is memory mapped using the mmap system call [46].

There are two flags of importance, MAP SHARED and MAP PRIVATE. The MAP SHARED

flag causes any writes to a mapped virtual address to be written back to the backend-

file. On the other hand, MAP PRIVATE results in COW mapping, meaning that any

writes to the mapped virtual address result in the allocation of a new private page to the

process before the write is committed, ensuring that the write is not transmitted to the

backend-file.

For SLM pre-copy, when a Unique page is received, the entire backend-file is ini-

tially configured with the MAP SHARED flag. The received page is then written to the

backend-file, and the mmap configuration for that page is changed to MAP PRIVATE to

enable COW mapping for any future transmissions of the same Shared page. The re-

ceived PFN and its corresponding mmap offset are also recorded in a hashtable. When

a Shared page is received, SLM retrieves the corresponding mmap offset from the

hashtable using the received PFN and maps the virtual address to the backend-file using

the MAP PRIVATE flag. If a Dirty page is received, SLM skips any mmap operations and

copies the entire page content directly from the network into the VM’s address space.

In SLM post-copy, the migration thread is tasked with copying page content from

the network socket, whether received through active-pushing or demand-paging. This

algorithm operates in three stages: (1) For a Unique page type, the migration thread

directly copies the temporary page to the backend-file and records the received PFN and

its corresponding mmap offset in the hash table. For Shared page types, the migration

thread retrieves the mmap offset from the hash table using the received PFN. (2) The

migration thread maps the virtual address to the backend-file using the mmap system call
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and configures the page as MAP PRIVATE. (3) Finally, if a VCPU accessing this page was

suspended due to a page fault, the migration thread wakes it up. At the destination, if the

VMs introduce any new duplicated pages in the future, KSM continues to deduplicate

them.

5.5 Implementation

5.5.1 Retrieval and Tracking of PFN

All virtual pages mapped to a shared physical page must have the same PFN, irre-

spective of which sharing mechanism generates such mapping. QEMU is a user-level

management process whose address space has specific regions reserved for guest mem-

ory [38]. To get the guest’s physical address of a page (VPN), we could directly access

the addresses that are part of the reserved region.

The Linux kernel exposes page table information to userspace using /proc/pid/pagemap

[76]. With this file, a userspace process can find the PFN for a specific VPN. Each entry

in the pagemap contains 64-bit information indexed by the VPN, with the first 56 bits

indicating the PFN. SLM takes advantage of the pagemap in the pseudo file system to

retrieve accurate PFNs for each VPN, enabling the determination of the page type. SLM

uses hashtable at the source for page type and at destination for PFN→ mmap o f f set

mappings. A new mmap offset entry is inserted into the table using PFN as a key every

time a Unique page arrives since they are guaranteed to have new page content. When-

ever a Shared page arrives, SLM looks up the hashtable to retrieve the corresponding

mmap offset using its PFN as the key and maps the VPN to the respective mmap offset

with COW protection. Finally, SLM skips the lookup during the arrival of Dirty pages.
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5.5.2 In-Memory Backend File

The destination node prepares an in-memory backend file into which the content

of each Unique page is memory mapped. Subsequent Shared pages are mapped COW

from this backend file. The backend file is stored in the main memory using the tmpfs

file system to avoid the latency of accessing the virtual disk. Sometimes the OS uses

lazy allocation when creating a backend file of large size. Doing so can result in bus er-

rors when unallocated file regions are memory mapped to the virtual address for unique

pages. We eliminated the problem by writing zeros into the backend file before map-

ping the area for storing unique page contents. By default, each VM has a limit on the

number of mmap regions of the file that it can access; we increase the limit by adjusting

the vm.max map count configuration parameter in /etc/sysctl.conf. In our proto-

type, the size of each mmap region in the backend file is the same as the page size of

4KB.

5.5.3 Synchronization Across Multiple VMs

One synchronization challenge we encountered relates to the order of arrival of

Unique and Shared page information. In an ideal scenario, for a given PFN, a Unique

page (comprising both its page content and PFN) should arrive at the destination before

any Shared page (containing only the PFN). But, during the migration of multiple VMs,

there are instances where the PFN for a Shared page arrives for a VM (e.g., VMx) before

the Unique page content for the corresponding PFN arrives for another VM (e.g., VMy).

However, the Shared page cannot be COW-mapped until the Unique page is mapped and

its content is written into the backend-file.

For SLM post-copy, when a Shared page information arrives before its Unique page,
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QEMU for VMx busy waits, anticipating the arrival of the Unique page with the expec-

tation that the waiting time will be short. When the Unique page with page content for

VMy arrives, QEMU for VMx proceeds to COW map the Shared page.

For SLM pre-copy, VMy’s page content may change in subsequent pre-copy rounds.

We update all pending Shared pages in VMx that depend on VMy at the end of each

pre-copy round through busy waiting to prevent stale mapping entries. Busy waiting

at the end of the last pre-copy round, just before downtime, can extend VM downtime.

To mitigate this latency, SLM includes an additional live pre-copy round without busy

waiting before the downtime phase. This issue doesn’t arise with SLM post-copy since

pages are sent only once in post-copy.

5.6 Evaluation

We now evaluate the performance of SLM against traditional pre-copy and post-

copy live migration methods. Our experimental setup consists of three machines, each

equipped with two Intel Xeon E5-2620 v2 processors and 128GB of DRAM, running

Ubuntu. We implemented SLM versions of pre-copy and post-copy in the KVM/QEMU [38]

virtualization platform on Linux. We modified QEMU’s default pre-copy and post-copy

algorithms with no changes to the guest operating system in the VMs. We used VMs of

varying sizes, ranging from 1GB to 32GB, as needed. Each experiment was repeated at

least five times to calculate average values.

We demonstrate that migration of VMs using SLM reduces the total migration time

and network traffic, besides maintaining memory footprint at the destination and appli-

cation performance during migration.

Throughout the evaluation, we use the term generic to refer to the traditional ver-
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Figure 5.4: Memory footprint of virtual machine of varying size migrated using
Generic and SLM pre-copy and post-copy.

sions of pre-copy and post-copy. In our experiments with KSM, we initiate live mi-

gration only after allowing the KSM daemon [16] to run for a sufficient period of time,

ensuring that total memory usage has stabilized. This stabilization is confirmed by mon-

itoring the output of the free command in the host system. Doing this ensures that our

results capture all COW-shared pages among VMs.

5.6.1 Live Migration of Single VM

Figures 5.4and 5.5 depict the memory usage of a single VM of varying sizes dur-

ing migration using the Generic, SLM pre-copy and post-copy methods. Our analysis

reveals that as the VM size increases, SLM approach effectively preserves the memory

footprint at the destination, mirroring that of the source. Additionally, our experiment

demonstrates that there is minimal sharing of pages in the case of a single VM. SLM

provides more improvements when handling multiple VMs.

Figure 5.6 illustrates the total migration time for single VMs of varying sizes, uti-
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Figure 5.5: Memory footprint of virtual machine of varying size migrated using
Generic and SLM post-copy.
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Figure 5.7: Total pages transferred of single VM migrated using generic, SLM pre-
copy and post-copy

lizing both the Generic, SLM pre-copy and post-copy methods. Our experiments reveal

that as VM size increases, the migration time for single VMs also increases. How-

ever, SLM pre-copy and post-copy effectively preserved shared pages, resulting in a

reduction in migration time.

Figure 5.7 presents data on the total pages transferred for single VMs of various

sizes when employing both the Generic, SLM pre-copy and post-copy methods. The

page size was consistently set to 4KB, and the hugepages configuration was disabled

throughout all experiments. Our analysis reveals that while the total pages transferred

increase with VM size, our SLM technique skips the transmission of shared pages,

resulting in a relatively lower volume of pages transferred compared to the Generic

method.
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Figure 5.8: Comparison of memory footprint at source vs. destination when multiple
VMs are migrated concurrently using generic vs. SLM (a) pre-copy and (b) post-copy.
We observe a significant increase in memory footprint for generic pre-copy and generic
post-copy vs. no significant increase for SLM pre-copy and SLM post-copy.
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5.6.2 Memory Footprint of VMs After Migration

Figures 5.8(a) and (b) compare the memory footprint at source vs. destination when

multiple VMs are migrated concurrently using generic vs. SLM techniques for pre-copy

and post-copy. The X-axis indicates the number of concurrent 1GB VMs, and the Y-axis

displays their collective memory footprint. Generic live migration, despite reducing

memory usage at the source through KSM, leads to a significantly expanded memory

footprint at the destination because the live migration mechanism is unaware of COW-

shared pages among VMs at the source. In contrast, SLM preserves any pre-existing

COW page mappings at the destination for both pre-copy and post-copy, resulting in

no significant memory expansion at the destination. For SLM, slight differences in

memory footprint between source and destination are due to differences in memory

usage of the QEMU process associated with VM.

5.6.3 TMT, Downtime, and Network Traffic Reduction

In this section, we evaluate the performance of concurrently migrating multiple idle

VMs between two hosts in terms of TMT, downtime, and network traffic reduction. We

increase the number of VMs keeping the memory size of each VM constant at 1GB.

TMT is compared between generic and SLM versions of pre-copy and post-copy

in Figure 5.9. The X-axis is the number of concurrent 1GB VMs being migrated, and

the Y-axis shows the TMT in milliseconds. The results show up to 59% and 57%

reduction in TMT for SLM pre-copy and post-copy, respectively, compared to their

generic coureduction in is due to SLM eliminating the retransmission ofnterparts. This

reduction in is due to SLM eliminating the retransmission of COW-shared pages from

source to destination. Figure 5.10 compares the total number of pages transferred during
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Figure 5.9: Total migration time of multiple VMs concurrently migrated using generic
and SLM pre-copy and post-copy.
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Figure 5.10: Pages transferred during concurrent migration of multiple VMs using
generic and SLM pre-copy and post-copy.
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generic and SLM pre-copy and post-copy. The experiments show a reduction of up to

60% and 62% in total pages transferred for SLM pre-copy and post-copy, respectively.

We compare downtime of 8 idle 1GB VMs during their concurrent migration using

generic and SLM versions of pre-copy and post-copy. The maximum number of pages

transferred during downtime is capped at 512 (2MB). The results indicate that VMs

experience a comparable average downtime of around 93ms for generic pre-copy and

96ms for SLM pre-copy. Generic and SLM post-copy transfer minimal processor states

and non-pageable memory, causing downtime of around 290ms and 300ms respectively.

The higher downtime of post-copy for both generic and SLM versions may be attributed

to various factors including VCPU thread invocation and demand-paging, leading to

more remote page faults at resumption time. Application-observed downtimes for non-

idle VMs (discussed later) tend to be higher than these numbers for idle VMs because

of network state recovery.

5.6.4 Network Bandwidth Using iPerf

VM migration is a network-intensive procedure that can lead to network contention

between the migration process and the applications running inside the VM. To measure

the available bandwidth for the VM’s applications during migration, we use iPerf [33], a

network-intensive application benchmark. An iPerf server is set up on a third machine

(i.e., neither the source nor the destination) within the same network, while the iPerf

client is run inside the VM being migrated. The client then sends data to the server

during migration through a TCP connection. All these machines are connected using a

Gigabit Ethernet switch and the link is shared between the host and VM.

Figures 5.11 and 5.12 show network bandwidth measurements during live migra-

tion using pre-copy and post-copy techniques. At the beginning of the migration, both
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Figure 5.11: iPerf bandwidth for generic and SLM pre-copy.
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Figure 5.12: iPerf bandwidth for generic and SLM post-copy.
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pre-copy techniques experienced a drop in network bandwidth from 940 Mbps to ap-

proximately 650 Mbps. However, the decline was more significant for both post-copy

versions when the bandwidth dropped close to zero due to downtime. The sudden drop

to 670 Mbps in both pre-copy versions is attributed to network contention between the

migration thread and the iPerf client running inside the VM. Meanwhile, the fluctua-

tions are a result of QEMU’s optimization for zero pages, where only 8 bytes are sent

to indicate a zero page instead of the entire page, freeing up bandwidth for iPerf traf-

fic. In contrast, in both versions of post-copy, the fluctuations are due to page faults

caused by the post-copy thread resulting in the retrieval of pages from the source via

demand-paging and active-pushing of pages from the source to avoid network faults.

SLM pre-copy migration was completed in 14.8s, whereas generic took a longer

time, approximately 19.1s. This reduction in TMT for SLM pre-copy is due to a re-

duced number of pages that needed to be transferred, a consequence of eliminating

redundant transfers of COW-shared pages. However, the active-pushing nature of both

generic and SLM post-copy techniques, in tandem with demand-paging, aided in the

faster recovery of network bandwidth for both post-copy methods. SLM post-copy re-

quired approximately 2s, whereas generic took around 3.5s to complete their migration

process. They reached full bandwidth faster without significant fluctuations when com-

pared to their pre-copy counterparts. While SLM pre-copy experienced a downtime of

approximately 182ms, generic pre-copy exhibited a comparatively lower downtime of

around 106ms. This overhead is due to the busy waiting synchronization, as detailed in

section III.D. Although both SLM and generic versions of post-copy exhibit a similar

downtime of around 500ms due to network state recovery, this duration becomes sig-

nificant when compared to their pre-copy counterparts. Our SLM technique for both
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Figure 5.13: Redis-cluster read throughput when migrating 3 VMs using generic and
SLM versions of pre-copy.

pre-copy and post-copy doesn’t introduce any significant overhead in terms of appli-

cation performance; in fact, it reduces TMT by eliminating the redundant transfer of

shared pages.

5.6.5 Redis Cluster Benchmark

Redis is a real-world in-memory key–value database. Redis cluster is a way to run a

Redis server by evenly distributing data across multiple nodes. We set up all three Redis

cluster nodes as one Redis cluster server. Each VM is configured with 4GB RAM shar-

ing a gigabit link and running a Redis cluster node instance. The Redis cluster server

contains 5 million random key-value data entries, which are evenly distributed across

all three nodes. We use Redis-Benchmark [67] to emulate 50 clients sending a GET

command that randomly reads key-value data from the target Redis cluster server. Our

experiments used a Redis pipeline of 16, allowing clients to send concurrent requests

without waiting for server responses [49].
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Figure 5.14: Redis-cluster read throughput when migrating 3 VMs using generic and
SLM versions of post-copy.

To ensure a fair comparison, we synchronized the start time of migration for Fig-

ures 5.13 and 5.14. Initially, Redis demonstrated comparable throughput with both

pre-copy and post-copy migration. However, during pre-copy migration, Redis experi-

enced a 40% reduction in throughput due to network contention with migration traffic.

Conversely, Redis’ throughput during post-copy migration dropped to zero and consis-

tently remained lower than pre-copy, primarily due to downtime and remote page faults

which resulted in fetching pages across the network. During the downtime, with pre-

copy, there were three brief drops in throughput towards the end of migration whereas.

With post-copy, Redis experienced a significant downtime causing a complete discon-

nection.

In SLM versions of both pre-copy and post-copy, the advantages of COW page

sharing are preserved during migration, resulting in a reduced TMT compared to their

generic counterparts. SLM pre-copy took approximately 77s to complete migration,
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whereas generic pre-copy required 87s with almost the same application-level down-

time of around 5s. Due to multiple remote page faults, SLM post-copy took 58s to com-

plete migration, while generic post-copy took about 65s. While post-copy had shorter

TMT, the additional pages required by demand paging and active-push mechanisms

took significantly longer to fetch, leading to a 30-second application-level downtime

before full throughput was restored.

5.6.6 LAMP/ApacheBench Response Time

We created three VMs with a web server environment to represent a typical cloud

host migration. Each VM was equipped with the Linux-Apache-MySQL-PHP (LAMP)

software stack [41], which is a commonly used open-source software stack for web

servers. These components work together to offer a platform for creating and hosting

dynamic websites and web applications. On top of this software stack in each VM,

we installed a WordPress website. To evaluate the web server’s performance, we used

ApacheBench [75], a benchmark tool for Apache servers. ApacheBench emulates mul-

tiple clients that continuously request the website and reports performance metrics such

as the number of requests per second handled and the response time of each request.

Three ApacheBench instances run on a separate machine in the same network,

each emulating five clients to request one of the three web servers. ApacheBench is a

resource-intensive benchmark that stresses CPU, memory, disk I/O, and network. In our

testing environment, CPU utilization is consistently above 95% while memory and I/O

accesses are heavy enough to trigger the downtime phase. On average, ApacheBench

indicates a rate of 20-23 responses per second across VMs, except for the downtime

phase. During this phase, the response time increases proportionally to the duration

required for the destination-side VM to resume
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Figure 5.15: ApacheBench response times for generic and SLM pre-copy
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Figure 5.15 and Figure 5.16 show the response time of each web server VM during

migration using different migration strategies. We aligned the time when the migration

started. The solid and dashed lines represent VMs migrated using SLM and generic.

Regarding the pre-copy strategy, both generic and SLM approaches exhibit three dis-

tinct spikes in the plot, each signifying one of the VMs entering the downtime phase,

causing temporary degradation in web server performance. However, SLM pre-copy

can reach the downtime threshold earlier than generic pre-copy due to the reduced num-

ber of pages transferred. SLM pre-copy takes about 20 seconds to complete the entire

migration, whereas generic pre-copy takes around 30 seconds. As for the post-copy

strategy, each VM experiences downtime immediately upon issuing the migration com-

mand, causing a significant increase in response time. Due to the post-copy nature of

page faults across the network, it takes a while to resume the internal applications, as

it only transfers the CPU state to the target machine during downtime. In the SLM ap-

proach, application resumption at the destination machine takes approximately 11 sec-

onds, while in the generic method, it takes 12-16 seconds. Even though the application

within the virtual machine has resumed, this does not imply that the entire migration

process has been completed. The generic method takes approximately 20 seconds for

the entire migration process, while the SLM method takes only 13 seconds due to the

COW sharing of pages at the destination.

5.6.7 Performance of SLM on templated VMs

As previously noted, SLM offers broader compatibility compared to TLM when it

comes to retaining various types of existing page sharing during migration. This exper-

iment demonstrates that SLM is also applicable to templated VMs, although it may face

challenges in surpassing TLM’s migration speed. Nonetheless, SLM can prove valu-
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Figure 5.17: Memory footprint of templated VMs at the source before migration and
destination after migration using generic, TLM and SLM pre-copy.

able for templated VMs in situations where the template file cannot be transmitted in

advance. Nevertheless, since we initially implemented a TLM version of pre-copy, we

briefly evaluate its performance in this section for completeness. We did not implement

a TLM version of post-copy once we decided to move on to SLM implementation.

Figure 5.17 shows the memory footprint of templated VMs using generic, TLM

and SLM pre-copy. The X-axis shows the number of VMs started from the same tem-

plate, and the Y-axis shows their memory usage before migration at the source and after

migration at the destination. With increasing number of VMs, the generic pre-copy re-

sults in significant expansion of memory footprint at the destination since it is unaware

of memory-sharing with the underlying template image. Hence it transfers pages that

were shared with the template multiple times in addition to delta pages. In contrast

TLM preserves the memory footprint of templated VMs at the destination irrespective

of the number of VMs started using the template but doesn’t account for other exisitng
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Figure 5.18: Total migration time of multiple VMs started from the same template and
migrated concurrently using generic, TLM and SLM pre-copy.

COW page sharing among VMs such as KSM or process fork.Our SLM approach not

only preserves COW page sharing at the destination through templating but also pre-

vents the transfer of the base template ahead of time before the migration begins, thus

ensuring comparable memory usage with the generic pre-copy approach.

Figure 5.18 shows the total migration of multiple templated VMs using generic,

TLM and SLM pre-copy. The X-axis indicates the number of VMs booted from the

same template to be migrated concurrently. The Y-axis shows the total migration time.

Our TLM not only adds live migration capability to templated VMs but also reduces

the total migration time up to 94% when considering only the transfer of delta pages.

In addition to transferring the delta generated by the VMs, our SLM also transfers the

COW shared base template, resulting in nearly identical total migration times, as the

delta produced by idle VMs is negligible.

Figure 5.19 shows the total pages transferred of multiple templated VMs using
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Figure 5.19: Total pages transferred of multiple VMs started from the same template
and migrated concurrently using generic, TLM and SLM pre-copy.

generic, TLM and SLM pre-copy. The X-axis indicates the number of templated VMs

to be migrated concurrently. The Y-axis shows the total pages transferred during live

migration. Both TLM and SLM significantly reduces the total pages transferred when

compared to the generic pre-copy

5.7 Related Work

We first discuss existing techniques for memory footprint reduction among co-

located VMs within a single node followed by works related to page sharing in live

migration.

Page sharing within a single node: Disco [5] was one of the first systems to pro-

pose and implement transparent page sharing to map multiple identical virtual pages to

a single physical page. Satori [55], modifies guest OSes to identify sharing opportuni-

ties and communicate them to the hypervisor. KSM [1] uses a red-black tree indexed
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with page content to find identical pages. Unlike Disco, it doesn’t require any modifica-

tion to the guest OS and doesn’t need hash computation of page content. Performance

of KSM depends on the location of the identical pages in the virtual address space.

Since KSM sequentially looks for the potential candidate for merging, the further down

the pages in the process address space, the less likely they will be merged. Difference

Engine [24], in addition to standard COW full-page sharing, also supports sub-page

level sharing and compression to improve memory savings through deduplication. Cat-

alyst [21] offloads the identification of identical pages for deduplication to a GPU and

eliminates sequential scanning of pages. Several techniques have been developed to

efficiently launch multiple lightweight VMs from a common template image, which is

COW-mapped into each VM’s memory [40, 15, 50, 81, 59].

Live Migration with Page Sharing: Traditional pre-copy and post-copy [8, 28] are

unaware of the source’s memory optimizations. Because of this limitation, they send

identical pages multiple times as if they are different, increasing total migration time

and network traffic. Several prior techniques [12, 11, 85] have used content hashing to

find identical and similar memory pages across multiple VMs to reduce/eliminate their

transfer during live migration. However, these techniques do not detect and preserve

pre-existing COW page sharings among co-located VMs at the destination node. Work

in [34] aims to reduce the total migration time by identifying identical pages stored in

the disk and sending only unique pages. This technique experiences high downtime

because the destination fetches identical pages from the disk during downtime. Work

in [7] deduplicates identical pages within the guest address space of a single VM via

free memory pool and recreates page mappings at the destination. However, it does

not address page sharings across multiple co-located VMs. Several studies have at-
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tempted to minimize the migration time of containers or VMs in distributed edge plat-

forms [52, 25, 10, 87, 6]. These efforts have employed techniques like delaying the

transfer of writable working sets, using lightweight file systems, applying delta encod-

ing, compressing data, and deduplicating identical pages. However, unlike SLM, these

works do not focus on preserving COW page sharings at the destination to prevent an

increase in memory footprint.

5.8 Chapter Summary

In this chapter, we addressed the problem that traditional live VM migration tech-

niques do not preserve COW page sharing among co-located VMs. The resulting ex-

panded memory footprint at the destination can lead to failed migrations, longer mi-

gration times, and increased network traffic. We presented the design, implementation,

and evaluation of Sharing-aware Live Migration (SLM) to address this problem for both

pre-copy and post-copy. SLM preserves all pre-existing page sharings among VMs at

the destination machine irrespective of the underlying sharing mechanism. Our evalua-

tion of SLM on the KVM/QEMU platform shows that SLM not only prevents memory

footprint expansion but also significantly reduces the migration time by up to 59% and

the amount of data transferred by up to 62% with no significant impact on application

performance.
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6 Conclusions and Future Directions

Traditional live VM migration is unaware of the underlying COW page sharing

among VMs migrated to the same destination. Hence it ends up transferring the shared

pages multiple times. In this dissertation, we designed, implemented, and evaluated

three techniques to make traditional live VM migration aware of pages shared among

VMs migrated to the same destination. The goal was to prevent memory footprint ex-

pansion and memory usage spikes during migration, while also reducing total migration

time and network traffic.

6.1 Inter-host Template-aware Live Migration of Virtual Machines

We proposed Generic Template-aware Live Migration (Generic TLM) which ad-

dresses this shortcoming of pre-copy migration by ensuring that multiple templated

VM instances maintain their COW page sharing with the base template even at the des-

tination node and transfers only the delta pages that differ among various VM instances.

Generic TLM requires that we first track delta (or dirty) pages for VM instances before

migration. Then, during Generic TLM, only the delta pages are transferred for each

instance. Generic TLM, besides preventing memory footprint expansion, also reduces

the total migration time by up to 95.37% and network traffic by up to 92.15%.
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6.2 Intra-host Template-aware Live Migration of Virtual Machines

Using the traditional pre-copy live migration is inefficient for migration within the

same host as the existing memory pages are duplicated instead of transferring the own-

ership. Using Generic TLM still requires copying the delta pages generated by multiple

templated VM instances. We designed an Intra-host TLM that tracks delta pages di-

verging from the base template and transfers their page ownership to the destination

templated VMs, preventing unnecessary copying of additional dirtied pages. User-

faultfd - a Linux mechanism to handle page faults in user space - is used by QEMU

to continuously monitor for any write events and redirect them to a dedicated memory

backend file. During migration, the source only transfers the backend file offset for

each page without copying the page content during the downtime. The destination then

remaps the virtual address of the pages to the corresponding location at the backend file

using the received offsets.

6.3 Sharing-aware Live Migration of Virtual Machines

While the Generic TLM approach works well in efficiently migrating multiple tem-

plated VMs, we realized that the problem of sharing-awareness in live migration extends

beyond just templated VMs. Specifically, Generic TLM does not account for pages

shared among VMs due to other memory sharing mechanisms besides templating, such

as memory deduplication performed by KSM in Linux, or simple COW mappings due

to process fork and file I/O operations. We proposed Sharing-Aware Live Migration

(SLM) [18] to address the above problem. The key insight behind SLM is that irrespec-

tive of the underlying page-sharing mechanism, multiple COW-mapped guest pages

will map to the same page in the physical memory. SLM examines the Physical Frame
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Number (PFN) and Virtual Page Number (VPN) of each guest page being transferred

and classifies the pages into three types. Unique Pages are those that have not been

transferred yet. Shared Pages are those that have already been transferred. Dirty Pages

are those that require retransmission due to being dirty in the previous pre-copy round.

For Unique and Dirty pages, SLM transfers the entire page, including the page type

and its PFN at the source, as a unique identifier. However, for Shared Pages, SLM

does not send the page content, instead it only sends the page type and the PFN. At

the destination, SLM COW maps the Shared Pages to the corresponding common page

thus retaining the COW-shared mappings the same as the source. Besides preserving all

pre-existing page sharings at the destination machine, SLM reduces the total migration

time by up to 59% and network traffic by up to 62%.
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